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Ẑf(x)

Fit a 
Surrogate 

ModelAcquisition 
function 
α(x; ̂f )

Compute

xnext {xnext, f(xnext)}

{(x1, f(x1) . . . (xI, f(xI))}

xnext = α(x; ̂f )

Gaussian Process
Probabilistic Random Forest



Bayesian Optimization

f(x)
 initial 

samples
I
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